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Abstract 

Social engineering is a deceptive tactic used by fraudsters to manipulate individuals into 

divulging sensitive information or performing actions that are against their best interests. It 

involves exploiting human psychology and emotions to gain trust and access to confidential 

information, systems or assets. This paper discusses the different types of social engineering 

techniques used in fraud, including phishing, pretexting, baiting, and so on. It also examines 

the impact of social engineering on individuals and the measures that can be taken to prevent 

or mitigate its effects. By understanding the psychology behind social engineering, individuals 

can better protect themselves from the negative consequences of these tactics, which can range 

from identity theft and financial loss to reputational damage and legal liability. 
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INTRODUCTION 

Fraud can be defined as a type of deception or deceitful behavior that involves misleading or 

tricking others, typically for the purpose of obtaining illegal gain (Albrecht et al., 2011). These 

actions occur when an individual or organization intentionally deceives or misleads others in 

order to gain illegal advantage. A common problem in the financial sector, financial fraud is 

often carried out through various manipulations, scams, or other illegal methods (Reurink, A. 

2019). Fraud can result in victims suffering financial or emotional harm and can be subject to 

legal sanctions. Therefore, combating fraud is an important issue and is often regulated by laws 

(Vassiljev & Alver, 2016).  

Financial fraud is one of the biggest threats facing many people and organizations today. With 

the development of technology, and the increasing use of digital platforms, financial fraud has 

evolved, and so has the tactics used by fraudsters to defraud unsuspecting victims. Financial 

fraud refers to planned fraudulent actions that exploit a person's financial situation. It means to 

deliberate fraudulent activities that take advantage of an individual's financial circumstances 

without their awareness or consent, leading to monetary setbacks. These actions are carried out 

without a person's knowledge or permission and can result in financial losses (Kranacher et al., 

2010).  

One of the most common tactics used by fraudsters in financial fraud is social engineering. 

Social engineering is the use of psychological manipulation to trick people into divulging 

confidential information or to take actions that may result in financial loss (Mann, 2018). In the 

study of "Hacking the human: Social engineering techniques and security measures" Mann 

discusses the various techniques used in social engineering in financial fraud, some ways to 

prevent it, comprehensive dimensions for social engineering. Social engineering attacks are 

often used to deceive a fraudster's target audience. The target of these attacks is to exploit 

vulnerabilities by using people's natural tendencies and weaknesses, ultimately leading to 

financial losses. Fraudsters, especially through the use of the internet and other electronic 

communication technologies, try to deceive their targets. For example, a fraudster might try to 

gain access to a victim's bank account using a fake website or a fake email. They may try to 

convince their victims to share personal information or carry out another action requested by 

the fraudster (Krombholz K. & Hobel H. & Huber M. & Weippl E., 2015). The use of social 

engineering techniques can make fraudulent attempts more convincing. Fraudsters can use 

many different social engineering tactics that they can use to trigger people's emotional 
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responses (Cialdini, R. B. 2007). For example, fraudsters can focus on people's feelings of 

insecurity and fears, getting their victims to respond quickly to the fraudster's requests. By using 

social engineering techniques, financial fraud can be more difficult to detect and prevent. It's 

important to be aware of these tactics and to take steps to protect yourself from becoming a 

victim of financial fraud (Mitnick, K., & Simon, W. L. 2002) 

Social engineering tactics and attacks, which encompass the most effective and powerful 

methods of fraud techniques, can be categorized into computer-based and human-based forms 

(Anıl Keskin D., & Gözenman S., 2019). Computer-based social engineering is generally 

associated with digital tools such as malicious software, phishing campaigns, and fake websites. 

Attackers employ computer-based techniques to mislead victims and guide them into fraudulent 

financial transactions. For instance, tactics like stealing login credentials through a fake bank 

website or gaining access to financial data through malicious software are examples of how 

computer-based social engineering can be executed (Hadnagy, 2011). However, even if 

technology-based, no method can be considered independent of humans. Regardless of the 

technological methods employed, the greatest asset of fraudsters is the human tendency to trust 

and be persuaded by nature. Fraudsters establish contact with their targets and persuade them 

through various scenarios by gaining their trust (Cialdini, 2007).  

Computer-based social engineering techniques can manifest in various forms. The period of 

increasing use of information technologies has enabled malicious actors to develop different 

methods through unaware usage. In these methods, fraudsters aim to steal individuals' sensitive 

information, take over the management of mobile devices, and gain financial benefits by using 

bank or other financial institution accounts (Krombholz, Hobel, Huber, & Weippl, 2015). The 

computer-based social engineering methods are as follows: 

Phishing is a deceptive and malicious tactic employed in social engineering, wherein 

perpetrators send fraudulent emails, text messages, or other types of communication that 

masquerade as legitimate entities (Emigh, 2007). The aim is to trick unsuspecting individuals 

into divulging their sensitive personal, financial, or login information. The messages often 

create a sense of urgency or fear, coercing recipients to act hastily without questioning the 

authenticity of the communication (Emigh, 2007). 

According to Hedayati (2012), phishing messages are skillfully crafted to mimic the appearance 

and content of reputable organizations, such as banks, online retailers, or social media 
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platforms, aiming to deceive recipients into believing that they are interacting with a trusted 

source. They employ various techniques to enhance their credibility, such as incorporating 

official logos, graphics, and formatting that closely resemble the genuine organization's 

branding. Typically, phishing messages contain a call-to-action that urges the recipient to take 

immediate steps to rectify an alleged problem or exploit an enticing offer. The message may 

include a hyperlink that directs the victim to a counterfeit website, meticulously designed to 

replicate the legitimate website of the targeted organization. Once the victim lands on the fake 

website, they are prompted to enter their confidential information, such as usernames, 

passwords, credit card details, or social security numbers, under the guise of security 

verification, account maintenance, or claiming a reward (Hedayati, 2012). Unbeknownst to the 

victim, their entered information is swiftly harvested by the fraudsters behind the phishing 

campaign. Armed with the stolen data, these criminals can engage in various illicit activities, 

including unauthorized access to financial accounts, identity theft, fraudulent transactions, or 

even selling the pilfered information on the dark web (Krombholz et al., 2015). Phishing attacks 

continue to evolve and adapt, employing competent techniques to evade detection and exploit 

human vulnerabilities. The perpetrators rely on psychological manipulation, exploiting trust 

and inducing a sense of urgency, in order to persuade individuals into divulging their sensitive 

information willingly. Consequently, it is crucial for individuals to exercise caution, remain 

vigilant, and employ robust security measures, such as verifying the authenticity of messages 

and websites, utilizing strong and unique passwords, and regularly monitoring financial 

accounts, to protect themselves from falling victim to these insidious phishing schemes 

(Krombholz et al., 2015). Krombholz and colleagues also discuss vishing in their study 

"Advanced social engineering attacks" and they define vishing as a voice phishing, a type of 

social engineering attack where fraudsters deceive people using voice communication tools 

such as phone or VoIP. They typically try to extract personal or financial information from their 

victims by posing as someone with a fake identity or a trusted source. The study notes that 

vishing often creates a sense of urgency to influence victims and directs phone numbers to fake 

websites or call centers to create a seemingly trustworthy environment. Such attacks are 

particularly effective in situations where people may be more vulnerable to fraud, as voice 

communication is not as easily scrutinized as written text. In summary, vishing is a type of 

social engineering attack that should be approached with caution from an information security 

perspective.  Koyun and Al Janabi's article titled "Social Engineering Attacks" (2017) examines 
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the process and types of deception between individuals. These deception processes can provide 

insights into how individuals are persuaded and deceived following phishing attacks. 

• Building Trust: Scammers introduce themselves as a trustworthy individual or organization. 

They may use fake identities and information. 

• Requesting Information: Scammers ask victims to provide personal information, bank account 

details, or other sensitive information. They may use various methods to obtain this information. 

• Persuading the Victim: Scammers try to persuade victims using various tactics. For example, 

they may claim that their accounts are in danger and they need to provide information 

immediately. 

Malware is a type of malicious software designed to cause harm to computer systems, networks, 

or devices, or to gain unauthorized Access (Abraham et al., 2010). Malware can take various 

forms, including viruses, worms, trojans, spyware, adware, and ransomware.  In social 

engineering fraud, attackers often use malware to gain the trust of victims or deceive them. For 

example, in a ransomware attack, attackers may send a malicious link or file to the victim and 

try to persuade them to open it. Additionally, using spyware, attackers can monitor victims' 

computers and steal information such as usernames, passwords, and other sensitive data.  The 

best way to protect against such attacks is to use a reliable and up-to-date antivirus program, be 

cautious of emails and links from unknown sources, use strong passwords, and regularly update 

software. Abraham and Chengalur-Smith's 2010 article "An overview of social engineering 

malware: Trends, tactics, and implications" provides a comprehensive overview of the trends, 

tactics, and implications of social engineering malware. The article emphasizes the rapidly 

evolving nature of social engineering malware and the diversity of tactics used 

Man-in-the-Middle (MITM) is a type of attack where an attacker intercepts communication 

between two parties, allowing them to listen, modify, or block the communication (Mallik et 

al., 2018). This attack typically occurs over a network, and the attacker impersonates both 

communicating parties to capture or manipulate data.  

In social engineering fraud, attackers often use MITM attacks to deceive individuals (Mallik et 

al., 2018). For example, an attacker could perform a MITM attack on a Wi-Fi network that a 

victim is using to access their bank's website. The victim could be redirected to a fake website 
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controlled by the attacker when trying to log in, allowing the attacker to capture the victim's 

login credentials.  

Scareware is a manipulative social engineering tactic commonly employed in financial fraud, 

which preys on the victim's fear and concern regarding their computer or device's security 

(Wall, 2011). This technique aims to deceive individuals into believing that their system is 

infected with a virus or malware, creating a sense of urgency and vulnerability. Scareware 

attacks typically begin with the victim encountering a pop-up message or receiving a 

convincing-looking notification claiming that their device has been compromised by malicious 

software (Sabelli, 2022). The messages often use alarming language, such as "Your computer 

is at risk!" or "Critical system error detected!" The intention is to instill fear and anxiety, 

compelling the victim to take immediate action to resolve the perceived threat. To further 

establish credibility and exploit the victim's trust, fraudsters may employ visual elements 

resembling legitimate security software interfaces or include official logos of reputable 

cybersecurity companies in their scareware messages (Ferreira & Teles, 2019). This visual 

deception adds an extra layer of authenticity and increases the likelihood of victim compliance. 

Once the victim is convinced of the imminent threat, the fraudster offers a solution to fix the 

alleged problem. This typically involves the sale of software or services that claim to remove 

the detected malware or viruses. However, the provided software is usually fake and ineffective 

in addressing the non-existent threat (Sabelli, 2022). In some cases, the scareware software 

itself may introduce actual malware or spyware onto the victim's device, causing further harm 

and compromising their privacy and security. Fraudsters employ various distribution methods 

to propagate scareware, including malicious websites, compromised advertisements, or even 

spam emails. They may target individuals who are less tech-savvy or those who are more 

susceptible to panic-driven decision-making (Hadnagy, 2011). By exploiting human emotions, 

particularly fear, scareware attackers capitalize on the victim's desire to protect their personal 

information and sensitive data. The financial implications of falling victim to scareware can be 

substantial. Victims may end up purchasing expensive and useless software or services that do 

not deliver the promised protection. Additionally, they may unknowingly expose their devices 

to actual malware, leading to further financial losses, identity theft, or unauthorized access to 

personal and financial accounts. To protect oneself from scareware attacks, individuals should 

be aware of the tactics employed by fraudsters and adopt preventive measures. It is crucial to 

maintain up-to-date antivirus software and regularly scan devices for malware (Abraham & 

Chengalur-Smith, 2010). Implementing reliable ad-blockers and avoiding suspicious websites 
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or unfamiliar links can reduce the risk of encountering scareware messages. In case of 

encountering scareware, it is recommended to close the pop-up or notification, and avoid 

engaging with the provided software or services. Increasing awareness through education and 

disseminating information about scareware and other social engineering tactics is essential. By 

empowering individuals with knowledge, they can recognize and avoid falling victim to 

scareware attacks, contributing to a safer online environment. Human-based social engineering 

attacks are types of attacks in which an attacker manipulates people's natural behaviors and 

social interactions to gain access to a target or obtain information (Del Pozo et al., 2018). The 

main types of these attacks are as follows:  

Pretexting, a significant social engineering tactic, is frequently employed in financial fraud, 

aiming to deceive individuals and extract confidential information (Krombholz et al., 2015). 

This tactic involves the creation of a false scenario or pretext to manipulate the victim into 

divulging sensitive data willingly. The fraudster assumes the identity of a trustworthy 

individual, often posing as a bank employee, financial advisor, or government official, to 

establish credibility and gain the victim's trust. In pretexting schemes, the fraudster 

meticulously plans and crafts a narrative to create a sense of legitimacy and urgency. They 

exploit the victim's natural inclination to comply with authority figures or individuals they 

perceive as knowledgeable and trustworthy (Hadnagy, 2011). The pretext may involve a variety 

of scenarios, such as a security breach, account verification, or an urgent financial matter 

requiring immediate attention. To make the ruse more convincing, the fraudster leverages 

various tactics and resources. They may spoof phone numbers, emails, or official documents to 

create a façade of authenticity (Abraham et al., 2010). Additionally, they gather publicly 

available information about the victim, such as their name, address, occupation, or recent 

transactions, to establish a sense of familiarity and further enhance their credibility. Once the 

fraudster establishes contact with the victim, they skillfully manipulate the conversation to 

extract confidential information. They may engage in empathetic discussions, expressing 

concern for the victim's financial well-being or offering assistance in resolving an alleged issue. 

By creating a friendly and helpful atmosphere, the fraudster aims to lower the victim's guard 

and encourage them to disclose sensitive details, such as bank account numbers, passwords, or 

social security numbers (Abraham et al., 2010). Furthermore, pretexting often involves 

psychological techniques to exploit the victim's emotions and cognitive biases (Hadnagy, 

2011). The fraudster may use fear, promising protection against potential threats or dire 

consequences if the victim fails to cooperate. They might also exploit the victim's desire for 
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personal gain or the fear of missing out on a lucrative opportunity. By manipulating these 

emotions, the fraudster increases the chances of obtaining the desired information. Pretexting 

attacks can have severe financial consequences for victims. Once the fraudster obtains the 

sensitive information, they can gain unauthorized access to the victim's financial accounts, 

conduct fraudulent transactions, or engage in identity theft. The victims may suffer significant 

financial losses, damage to their credit history, and enduring emotional distress (Krombholz et 

al., 2015). To protect oneself from pretexting attacks, it is crucial to remain vigilant and employ 

preventive measures. Individuals should be cautious when sharing personal information, 

especially over the phone or email, and verify the legitimacy of any requests or offers received. 

Contacting the relevant organization directly using verified contact information can help 

confirm the authenticity of the communication. Additionally, regularly monitoring financial 

accounts, using strong and unique passwords, and implementing two-factor authentication can 

significantly mitigate the risks associated with pretexting attacks (Krombholz et al., 2015). 

Baiting is a cunning social engineering tactic frequently employed in financial fraud, designed 

to entice individuals into taking actions that ultimately lead to financial loss (Hadnagy, 2011). 

This technique involves the offer of something valuable or enticing to the victim, which serves 

as a bait to manipulate their behavior and exploit their vulnerabilities. In baiting schemes, 

fraudsters strategically present victims with tempting opportunities or rewards to gain their trust 

and cooperation. The bait can take various forms, such as a free service, a prize, a job offer, or 

access to exclusive content. The allure of the bait is intended to capture the victim's attention, 

pique their interest, and override their judgment and caution (Mouton et al., 2016). To execute 

a successful baiting scheme, fraudsters employ persuasive tactics that exploit human 

psychology and emotions. They often create a sense of urgency or scarcity, emphasizing that 

the opportunity or reward is time-limited or available to a limited number of individuals. This 

scarcity element triggers the victim's fear of missing out and increases their inclination to act 

quickly without thoroughly evaluating the situation (Mouton et al., 2016). Fraudsters may 

leverage online platforms, social media, or targeted advertisements to distribute their bait and 

reach a wide audience. They strategically tailor their messages to appeal to specific 

demographic groups or individuals who are likely to be susceptible to the bait's allure. The 

communication may include compelling testimonials, fabricated success stories, or falsified 

credentials to enhance credibility and entice victims further (Dong et al., 2016). Once the victim 

takes the desired action, such as clicking a link, downloading a file, or providing personal 

information, the fraudsters' objective is achieved. They may gain unauthorized access to the 
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victim's devices, install malware or spyware, or obtain sensitive information, including bank 

account details, social security numbers, or login credentials (Abraham & Chengalur, 2010). 

This acquired information is then exploited to carry out fraudulent activities, such as 

unauthorized financial transactions, identity theft, or unauthorized access to other accounts. 

Baiting attacks can have severe financial and personal consequences for victims. Individuals 

who fall prey to baiting schemes may suffer significant financial losses, reputational damage, 

and emotional distress. Furthermore, the aftermath of such attacks can be time-consuming and 

challenging to resolve, requiring extensive efforts to regain financial stability and restore one's 

online security. To protect oneself from baiting attacks, individuals must exercise caution and 

adopt preventive measures. It is essential to remain skeptical of enticing offers that appear too 

good to be true and to critically evaluate the legitimacy and credibility of the source. Verifying 

the authenticity of websites, emails, or advertisements through independent channels and 

conducting thorough research on unfamiliar organizations or opportunities can help identify 

potential scams. Implementing robust security measures, such as antivirus software, firewalls, 

and regular software updates, can also minimize the risk of falling victim to baiting attacks 

(Ferreira & Teles, 2019). 

Quid pro quo, derived from Latin, means "something for something". In social engineering, 

quid pro quo is a tactic where a person offers something in exchange for personal or sensitive 

information (Aun et al., 2022). This often occurs over the phone, where the attacker tries to 

persuade the target to provide information in exchange for a service or benefit. For example, 

the attacker may claim to be calling on behalf of a technology company and say there is a 

security issue with the target's computer. They may then request remote access to the target's 

computer to provide technical support. This way, the attacker can gain access to the target's 

computer and steal sensitive information.  For quid pro quo to be effective, the attacker must 

create a convincing fake identity and persuade the target that the situation is real (Connor, 

2015). They may impersonate employees of a company and offer a version upgrade or software 

installation service to the employees of a targeted company. This way, social engineers can ask 

users to temporarily disable their antivirus software for the installation of malicious software 

(Long, 2011).Therefore, it is crucial for employees to be cautious and skeptical of individuals 

claiming to represent the company to protect against such attacks. Otherwise, sensitive data can 

be accessed from individuals' or company employees' computers, data can be collected for 

financial fraud, and doors can be opened to fraudsters. 
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Dumpster Diving is a type of physical security breach and falls under social engineering 

attacks. In this method, attackers sift through a victim's waste bins, recycling bins, or trash 

containers to obtain the targeted information or material. This attack method typically unfolds 

as follows: The attacker targets the waste bins of the victim organization or individual and 

rummages through them before they are regularly emptied. During this process, attackers search 

for information-carrying items such as used invoices, bank statements, personal notes, 

passwords, or other sensitive information on used documents, floppy disks, hard drives, flash 

drives, or other media devices (Koyun & Al Janabi, 2017; Long, 2011). Dumpster Diving can 

jeopardize personal privacy or corporate security. Therefore, it is important to implement 

security procedures such as regular disposal of waste materials and destruction of unnecessary 

documents. 

Shoulder Surfing is a form of observation technique used in social engineering attacks. In this 

method, attackers closely observe their targets from a short distance to watch for sensitive 

information they enter using input devices such as keyboards, mice, or touch screens. For 

example, if a person is entering their PIN at an ATM and a perpetrator watches over their 

shoulder to observe this information, it is considered Shoulder Surfing (Koyun & Al Janabi, 

2017). This type of attack is typically carried out in crowded environments or public places. 

Attackers may act in ways to distract or deceive the target. For instance, an attacker might create 

an artificial problem to draw the target's attention and then observe the information entered by 

the target during this distraction (Long, 2011). The most effective way to protect against 

Shoulder Surfing is to be mindful of the people around you and take extra precautions to protect 

your sensitive information when using input devices. For example, when entering your ATM 

or bank card PIN, it's important to observe the people around you and your surroundings and 

conceal your keystrokes. Additionally, in general, it's important to be aware of the people 

around you when entering sensitive information and, if possible, protect your screen (Long, 

2011). 

Tailgating, also known as "piggybacking," is a physical security breach where an unauthorized 

person follows an authorized individual into a secure area. This method exploits the natural 

human tendency to be polite and hold doors open for others, allowing the unauthorized person 

to gain access without proper authentication (Long, 2011). In a typical tailgating scenario, an 

unauthorized person waits near a secure entrance, such as a door with an access control system. 

When an authorized person approaches the door and unlocks it using their access card or code, 
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the unauthorized person quickly slips in behind them, taking advantage of the door being held 

open. Tailgating can be exploited in social engineering attacks to gain physical access to secure 

areas or buildings. An attacker may dress and behave in a way that makes them appear as if 

they belong in the environment, making it less likely for others to question their presence. 

Attackers may also employ various tactics to distract or deceive security personnel (Long, 

2011). Therefore, when implementing measures against social engineering attacks, it is crucial 

to focus not only on technical security measures but also on employee education and awareness. 

Employees should be cautious of unfamiliar individuals and adhere to security procedures 

diligently. Additionally, security personnel should rigorously enforce authentication 

requirements and intervene immediately in suspicious situations. 

 

RESULTS 

Education and awareness play a crucial role in preventing social engineering in financial fraud. 

Studies have examined the impact of awareness campaigns and educational programs on 

reducing vulnerability to social engineering attacks. It is essential to educate individuals and 

organizations about the various tactics employed by fraudsters, including phishing, pretexting, 

scareware, and baiting. By providing comprehensive training programs and resources, 

individuals can become more knowledgeable about these techniques and better equipped to 

identify and respond to potential threats (Wells,  2014). Organizations should conduct regular 

workshops, seminars, and awareness campaigns to ensure that employees and customers are 

well-informed about the latest social engineering tactics and the importance of cybersecurity. 

Also, organizations can collaborate with law enforcement agencies, industry experts, and 

cybersecurity organizations to disseminate information about emerging social engineering 

techniques, case studies, and real-life examples of financial fraud. This collaborative approach 

can enhance awareness and foster a collective effort to combat social engineering in the 

financial sector (Gulati, 2003). Kim  & Lee (2018) conducted a survey-based study to evaluate 

the effectiveness of social engineering awareness programs. Their research revealed that 

individuals who had received education and training on social engineering tactics demonstrated 

higher levels of awareness and were more likely to detect and report fraudulent activities. The 

study emphasized the importance of ongoing education and reinforcement to sustain awareness 

and combat evolving social engineering techniques. 
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In addition to education, organizations should implement robust security measures to protect 

against social engineering attacks. This includes deploying advanced firewalls, intrusion 

detection and prevention systems, and secure email gateways to detect and block malicious 

(Wells, 2014). Regular security assessments and penetration testing should be conducted to 

identify vulnerabilities and address them promptly. It is also important to keep all software and 

systems up to date with the latest security patches to minimize the risk of exploitation (Bakhshi 

& Papadaki & Furnell, 2009). 

Cultural and societal factors can influence individuals' susceptibility to financial fraud and 

social engineering tactics. Some researches have explored the impact of cultural norms and 

social dynamic factors on fraud vulnerability. Sample, Hutchinson, Karamanian & Maple 

(2017) conducted a cross-cultural study on the influence of societal factors on fraud 

susceptibility and suggested that cultural differences can affect individuals' sensitivity and 

responses to social engineering tactics. For example, in some cultures, people may be more 

obedient to authority figures, while in others, they may seek more individualism and autonomy. 

This suggests that they may exhibit different responses to social engineering attacks. 

Additionally, cultural values and norms can also influence people's tendencies to share 

information and their levels of trust (Thompson & Findlay, 1999). Therefore, considering and 

addressing cultural differences is important for protecting against social engineering attacks. 

Understanding intercultural and interracial cultural differences can help make fraud prevention 

strategies more effective. In this context, cultural sensitivity and education play an important 

role for institutions such as financial organizations and social media platforms. 

Establishing strict access controls and permission levels is crucial to prevent unauthorized 

access to sensitive data and systems. This can be achieved through the implementation of role-

based access controls, where individuals are granted access based on their specific job 

responsibilities and level of authority (Koivisto, 2019). Preventing fraud through internal 

control Strong password policies should be enforced, including the use of complex passwords 

and regular password changes. Regular user account audits should be conducted to ensure that 

access rights are up to date and revoke any unnecessary privileges. 

Organizations should also extend their security measures to include their vendors and supply 

chain partners. Social engineering attacks can occur through third-party relationships, so it is 

important to assess the security practices of vendors and enforce strict contractual obligations 

regarding data protection and security (Katz, 2016). Regular audits and assessments of vendor 
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security can help identify potential vulnerabilities and ensure compliance with security 

standards. 

Continuous monitoring of network and system activities is essential to detect any suspicious 

behavior or anomalies that may indicate a social engineering attack. Implementing real-time 

monitoring systems and security information and event management (SIEM) solutions can help 

identify and respond to security incidents promptly. Organizations should also have a well-

defined incident response plan in place to ensure a coordinated and effective response to any 

security breaches or social engineering incidents  (Abdallah et al., 2016). 

Employees play a vital role in preventing social engineering attacks. Organizations should 

foster a culture of security awareness and encourage employees to report any suspicious 

activities or attempts at manipulation (Wells, 2014). Establishing open communication 

channels and providing a confidential reporting system can facilitate the timely reporting of 

incidents without fear of reprisal. Regular reminders and updates about emerging social 

engineering tactics can also help keep employees vigilant. 

In today's digital landscape, where cyber threats continue to evolve, traditional password-based 

authentication alone is no longer sufficient to protect sensitive information and resources from 

social engineering attacks. Two-factor authentication (2FA) has emerged as an effective method 

to enhance security and thwart such malicious activities (Reese, Smith, Dutson, Armknecht, 

Cameron & Seamons, 2019). By combining multiple authentication factors, 2FA provides an 

additional layer of defense, ensuring that only authorized individuals have access to sensitive 

data and systems. Two-factor authentication involves the use of two or more independent 

methods to verify the identity of a user. Typically, these methods fall into three categories: 

something you know, something you have, and something you are. The most common 

combination is a password (something you know) and a security token (something you have), 

such as a physical device or a mobile app (Reese, Smith, Dutson, Armknecht, Cameron & 

Seamons, 2019).  This multi-factor approach significantly reduces the risk of unauthorized 

access, even if one factor is compromised. As technology evolves, new authentication methods 

and technologies are being introduced to further strengthen 2FA. Biometric authentication, such 

as fingerprint or facial recognition, is gaining popularity as a second factor  (Reese et al., 2019). 

This approach adds an additional layer of security by using unique biological traits, making it 

significantly harder for attackers to impersonate legitimate users. Furthermore, the integration 
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of contextual information, such as the user's location or behavioral patterns, can enhance the 

effectiveness of 2FA. Adaptive authentication systems analyze multiple factors to determine 

the risk associated with an authentication attempt and adjust the level of security accordingly 

(Reese et al., 2019). This dynamic approach ensures that strong authentication measures are 

applied when necessary, without inconveniencing users during routine activities. 

Peltier-Rivest's 2018 study, titled "The battle against fraud: do reporting mechanisms work?", 

evaluates the importance of reporting financial fraud cases and the effectiveness of these 

reporting processes. The article focuses on different reporting mechanisms used in combating 

financial fraud and their success rates. Additionally, it offers suggestions for improving 

reporting processes and developing more effective strategies in the fight against financial fraud. 

According to this study, encouraging reporting of suspicious activities is a critical aspect of 

preventing social engineering attacks in the realm of financial fraud. Organizations should 

actively promote a culture of vigilance and provide channels for employees to report any 

potential fraudulent incidents or suspicious behavior. By establishing a secure and confidential 

reporting system, organizations can empower their employees to come forward without fear of 

retaliation or negative consequences. Creating an open and supportive reporting environment 

is essential to foster a sense of trust and accountability within the organization. Employees 

should be made aware that their concerns will be taken seriously, and that their identities will 

be protected throughout the reporting process. Anonymity options, such as anonymous hotlines 

or online reporting platforms, can further enhance employees' confidence in reporting 

suspicious activities. To encourage reporting effectively, organizations should provide 

comprehensive training programs that educate employees about the common indicators of 

social engineering attacks. By enhancing their awareness and knowledge, employees become 

better equipped to recognize potential red flags and are more likely to report suspicious 

incidents promptly. Furthermore, organizations should emphasize the importance of reporting 

even the smallest suspicions or uncertainties. Social engineering attacks often involve 

manipulative tactics that exploit human vulnerabilities, and early detection is crucial to prevent 

financial losses and mitigate the impact on both individuals and the organization. To incentivize 

reporting, organizations can implement a robust system for incident management and response. 

Promptly addressing reported incidents, conducting thorough investigations, and providing 

feedback to the reporting employees not only demonstrate the organization's commitment to 

combating social engineering fraud but also reinforce the reporting culture. In addition to 

internal reporting channels, organizations should establish partnerships with external entities, 
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such as law enforcement agencies and financial institutions, to facilitate the sharing of 

information and collaboration in combating social engineering attacks. This collaborative 

approach enhances the collective knowledge and resources available to detect, investigate, and 

prevent fraudulent activities. Regular communication and awareness campaigns can also play 

a vital role in encouraging reporting. By consistently reminding employees of the importance 

of reporting and highlighting success stories where reporting has helped prevent financial fraud, 

organizations can reinforce the message and foster a proactive and vigilant workforce. 

Ultimately, creating a strong reporting culture within organizations is crucial in the fight against 

social engineering attacks in financial fraud. By encouraging employees to speak up and 

providing the necessary support and protection, organizations can detect and respond to threats 

more effectively, safeguard their assets and sensitive information, and contribute to a safer 

financial environment. 

Data analytics and artificial intelligence (AI) have emerged as powerful tools by leveraging 

advanced algorithms and data analytics to identify patterns and anomalies indicative of 

fraudulent activities in the fight against social engineering attacks in the realm of financial 

fraud. By leveraging the capabilities of advanced technologies, organizations can enhance their 

ability to detect, prevent, and mitigate the risks associated with social engineering tactics (Bao, 

Hilary, & Ke, 2022). The article "Artificial Intelligence and Fraud Detection," published in 

2022 -by Bao and orhers- explores the usage and importance of data analytics and AI in 

preventing social engineering in financial fraud, highlighting their potential benefits and key 

considerations. Bao et al. (2022). explored the role of AI in fraud prevention and detection. 

Their research demonstrated that AI-based systems can analyze vast amounts of data in real-

time, detect subtle patterns, and flag suspicious transactions or behaviors. The integration of AI 

into existing fraud prevention frameworks has shown potential in improving accuracy, reducing 

false positives, and enabling proactive fraud prevention. Data analytics plays a crucial role in 

identifying patterns and anomalies that may indicate social engineering attempts. By analyzing 

large volumes of data, including transaction records, user behaviors, and communication 

patterns, organizations can uncover irregularities and suspicious activities. Machine learning 

algorithms can be employed to analyze historical data and establish baseline patterns, enabling 

the detection of deviations that may signal potential social engineering attacks (Guven & Aras, 

2022).  



This preprint reports new research that has not been certified by peer review and should not be used as established information without consulting 
multiple experts in the field. 
 

Yeditepe University Academic Open Archive 
 
  
 

AI-powered systems can enable real-time monitoring of various data sources, such as network 

traffic, log files, and user activities. By continuously analyzing and correlating this data, 

organizations can promptly identify and respond to suspicious activities associated with social 

engineering. AI algorithms can generate automated alerts and notifications, allowing security 

teams to take immediate action to prevent potential fraud incidents (Hamal & Senvar, 2021).  

Data analytics and AI techniques can be used to build user profiles and analyze behavioral 

patterns. By monitoring user interactions, preferences, and deviations from established norms, 

organizations can detect anomalies that may indicate social engineering attempts. Machine 

learning algorithms can learn from historical data to identify unusual behaviors and assess the 

risk level associated with individual users or transactions (Awoyemi et al.,  2017). 

AI technologies, such as facial recognition and voice biometrics, can strengthen authentication 

mechanisms and reduce the risk of social engineering attacks. By employing these technologies, 

organizations can verify the identity of individuals more accurately, making it harder for 

fraudsters to impersonate legitimate users. AI-powered authentication systems can analyze 

multiple factors, including facial features, voice characteristics, and behavioral biometrics, to 

provide a robust and reliable authentication process (Reese et al., 2019). 

DISCUSSION 

This study examined the relationship between demographic variables and social engineering 

tactics, an important component of financial fraud. Findings obtained through literature review 

and survey analysis suggest that susceptibility to social engineering attacks does not 

significantly vary based on demographic factors such as age, gender, education level, and 

income. These results indicate that individuals across all age groups, genders, education levels, 

and income brackets may equally fall victim to social engineering attacks. However, slight 

variations based on demographic characteristics have been identified. For instance, individuals 

with lower levels of education may be more vulnerable to certain social engineering tactics. 

These findings are crucial for the prevention of financial fraud and combating social 

engineering attacks. Financial institutions and authorities should develop education and 

awareness programs targeting a broad audience rather than focusing solely on specific 

demographic groups. Additionally, special measures should be implemented for individuals 

with lower education levels or limited financial literacy, with increased efforts to protect this 
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group. The study emphasizes the need for effective measures against social engineering attacks, 

tailored to demographic differences. Future research should delve deeper into the association 

between social engineering tactics and demographic variables, as well as develop more 

comprehensive prevention strategies. 

Study provides an important perspective on social engineering in financial fraud. Starting with 

the definitions of fraud and financial fraud, the thesis elaborates on various types of social 

engineering. The literature review indicates that social engineering plays a significant role in 

financial fraud and that prevention methods in this area need to be enhanced. The research 

methodology involved a survey, which showed that demographic characteristics did not change 

the likelihood of falling victim to social engineering attacks. This highlights that social 

engineering attacks pose a potential threat to everyone. The survey findings are consistent with 

the literature review, emphasizing the importance of the human factor in combating financial 

fraud. Therefore, the most significant contribution of the thesis is the recommendation for 

financial institutions to develop more effective/preventive measures against social engineering 

attacks and for individuals/organizations to be more conscious of such attacks. This thesis 

theoretically and practically demonstrates that the inherent tendency to trust and the reflex to 

act based on fear or desire for gain can lead to dangerous outcomes. It advises controlling 

instinctive reflexes, adopting a more skeptical approach to events, and ensuring the security of 

devices. Therefore, it contributes not only to academics or professionals but also to individuals 

in their daily lives, urging them to build financial security. 

This thesis explores social engineering in financial fraud, providing a comprehensive analysis 

of fraud and financial fraud definitions, types of social engineering, and preventive measures. 

However, the study faced several limitations and challenges that should be considered when 

interpreting the results. One of the major challenges encountered during the survey 

methodology was the difficulty in creating a homogeneous sample group by distributing the 

survey to individuals from different age groups, professions, educational backgrounds, and 

income levels. This diversity made it challenging to ensure that all respondents had a similar 

understanding of the terminology used in the survey questions. Despite efforts to explain 

technical terms, some respondents may have misunderstood or been unfamiliar with certain 

terminologies, leading to potential biases in the data interpretation. Additionally, the technical 

and specialized nature of the topic posed challenges in formulating survey questions that 

accurately captured respondents' knowledge and practices regarding fraud prevention measures. 



This preprint reports new research that has not been certified by peer review and should not be used as established information without consulting 
multiple experts in the field. 
 

Yeditepe University Academic Open Archive 
 
  
 

While respondents may have indicated unfamiliarity with specific terminologies, they may have 

been aware of and implementing practices that correspond to these terminologies in practice. 

This discrepancy in responses made it challenging to interpret the data in a manner that 

accurately reflects respondents' actual knowledge and practices. Furthermore, the literature 

review faced limitations in accessing diverse and rich sources of information. While fraud and 

social engineering are widely studied topics, the literature often presents similar content, 

making it challenging to find articles that offer unique and insightful perspectives. This 

limitation necessitated exploring sources outside of the immediate field of study to gather 

diverse insights and perspectives. Moreover, the study was constrained by the lack of innovative 

recommendations or practices beyond those commonly adopted or recommended by 

established and reputable organizations in the field. This limitation restricted the study's ability 

to propose novel approaches or solutions to combat social engineering in financial fraud.  

Based on the limitations and challenges encountered in this study, several recommendations 

can be made for future research in the field of social engineering in financial fraud: 

1- Further Investigation into Demographic Factors: Future research could explore the 

impact of demographic factors, such as age, profession, education level, and income 

level, on susceptibility to social engineering attacks in more depth. Understanding how 

these factors influence individuals' vulnerability to fraud can help tailor prevention 

strategies more effectively. 

 

2- Diversity of Participants & Generalizability & Geographically Focused Studies: If an 

survey is going to measure the awareness or precautions of different demographic 

groups against social engineering, it is important that participants are selected from a 

wide range of backgrounds. This ensures that the study reaches a broader audience and 

its results are more generalizable. The more participants there are, the greater the 

generalizability of the study. If a study focuses on a specific geography (such as a study 

conducted with the participation of individuals from Istanbul or the Marmara Region), 

more clear and generalizable results can be obtained. Such studies can be valuable for 

understanding the specific dynamics of social engineering and fraud in a particular 

region. Considering these recommendations can help future research be more effective 

and results-oriented. 
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3- Development of Survey Instruments: Given the challenges faced in formulating survey 

questions that accurately capture respondents' knowledge and practices regarding fraud 

prevention measures, future research could focus on developing more inclusive and 

understandable survey instruments. This could involve using simpler language and 

providing clearer explanations of technical terms. 

 
4- Exploration of Innovative Prevention Measures: Since the study found a lack of 

innovative recommendations or practices beyond those commonly adopted by 

established organizations, future research could focus on exploring and developing new 

and innovative prevention measures. This could involve incorporating insights from 

fields such as psychology and behavioral economics to develop more effective 

prevention strategies. 

 
5- Enhanced Literature Review Strategies: To address the limitations in accessing diverse 

and rich sources of information, future research could employ enhanced literature 

review strategies. This could involve using more comprehensive search terms and 

exploring sources beyond traditional academic databases to gather a wider range of 

perspectives. 

 
 

6- Longitudinal Studies: To address the challenge of generalizability and ensure the 

validity of findings over time, future research could consider conducting longitudinal 

studies. This would allow researchers to track changes in fraud patterns and the 

effectiveness of prevention measures over an extended period. 

 
7- Case Studies and Real-World Examples: To complement survey-based research, future 

studies could incorporate case studies and real-world examples of social engineering 

attacks. This would provide a more nuanced understanding of how these attacks occur 

and how they can be prevented. 
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CONCLUSION 

This study examined the relationship between social engineering tactics in financial fraud and 

demographic variables. Findings from literature review and survey analysis indicate that 

susceptibility to social engineering attacks does not significantly vary based on demographic 

factors such as age, gender, education level, and income. These results suggest that individuals 

across all age groups, genders, education levels, and income brackets may equally fall victim 

to social engineering attacks. However, slight variations based on demographic characteristics 

have been identified. For example, individuals with lower levels of education may be more 

vulnerable to certain social engineering tactics.  

These findings are crucial for the prevention of financial fraud and combating social 

engineering attacks. Financial institutions and authorities should develop education and 

awareness programs targeting a broad audience rather than focusing solely on specific 

demographic groups. Additionally, special measures should be implemented for individuals 

with lower education levels or limited financial literacy, with increased efforts to protect this 

group.   

In conclusion, this study emphasizes the need for effective measures against social engineering 

attacks, tailored to demographic differences. Future research should delve deeper into the 

association between social engineering tactics and demographic variables, as well as develop 

more comprehensive prevention strategies.   

• Take Home Message 

The most important finding of this study is that susceptibility to social engineering 

attacks does not vary based on demographic factors, highlighting that these attacks pose 

a potential threat to everyone. Therefore, financial institutions and individuals should 

develop and implement more effective measures against social engineering attacks. 

These measures should include controlling instinctive reflexes, adopting a more 

skeptical approach to events, and ensuring the security of devices. This study provides 

a significant contribution not only to academics and professionals but also to individuals 

in their daily lives, helping them build financial security. 
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